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Frequency Effects and the Representational Status of Regular Inflections

Maria Alegre and Peter Gordon

University of Pittsburgh

There have been many recent proposals concerning the nature of representations for inflectional
morphology. One set of proposals addresses the question of whether there is decomposition of
morphological structure in lexical access, whether complex forms are accessed as whole words, or if
there is a competition between these two access modes. Another set of proposals addresses the
question of whether inflected forms are generated by rule-based systems by connectionist type
associative networks or if there is a dual system dissociating rule-based regular inflections from
association-based irregular inflections. A central question is whether there are whole-word represen-
tations for regularly inflected forms. A series of five lexical decision experiments addressed this
question by looking at whole-word frequency effects across a range of frequency values with constant
stem-cluster frequencies. Frequency effects were only found for inflected forms above a threshold of
about 6 per million, whereas such effects were found for morphologically simple controls in all
frequency ranges. We discuss these data in the context of two kinds of dual models and in relation
to competition models proposed within the connectionist literatuee1999 Academic Press

Two surprisingly distinct lines of research intion of such rules (Rumelhart & McClelland,
psycholinguistics have addressed the psych@986). Challenging these claims, Pinker
logical status of inflectional morphology. One(1991) proposed that rule systems are re-
line of research comes from the field of lanquired for regular inflectional morphology,
guage acquisition and has concentrated on tlehereas irregular inflectional morphology ex-
contrast between regular and irregular infledaibits characteristics of an associative/con-
tional forms. The second line of research comeasectionist network.
out of the adult lexical access literature and has Within the adult psycholinguistics literature,
concentrated on how morphologically complexhe term “dual model” refers to the access sys-
forms are represented and how such represemm for complex morphological forms, both in-
tations are accessed. flectional and derivational. Proponents of these

In comparing these two literatures, one finddual models assume that access to comple
that both contain what are called “dual models,forms can occur either through whole-word rep-
but the meanings of the term differ in the tworesentations or through morphological decom-
literatures. Within the acquisition literature, theposition (Anshen & Aronoff, 1988; Baayen,
notion of a dual model arose from an evaluation991; Burani & Caramazza, 1987; Burani &
of claims made within the connectionist com{audanna, 1992; Caramazza, Laudanna, & Ro
munity that rule-like behavior could be emu-mani, 1988: Caramazza, Miceli, Silveri, & Lau-
lated within a parallel distributed processinglanna, 1985; Chialant & Caramazza, 1995:
(PDP) system that contained no represent&rauenfelder & Schreuder, 1991; Laudanna.
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present study was completed in partial fulfillment for theaccess only through whole-word representa:
ge?“;eb"fMD;f;"LIZf rPeh”OSOphy at the University of Pittstiong (Butterworth, 1983; Cole, Beauvillain, &
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1985). The present study attempts to bring tglay no role in the productive generation of
gether some of the issues raised in these twegular inflections. For example, gangs of reg-
lines of inquiry and to test predictions regardingilar forms sharing phonological properties do
the representations of regularly inflected formsiot facilitate production of nonce items sharing
Beginning with the language acquisition lit-those properties, nor do they enhance the ac
erature, Pinker (1991) proposed that forms witbeptability of such nonce forms (Prasada &
regular inflections (e.gwvalked are handled by Pinker, 1993; Marcus et al., 1993).
rule, whereas irregular inflections (e.geen) These facts notwithstanding, the contrast be:
are handled by associative memory. To makisveen “rule-based” and “stored” is far from
such a claim, it is critical to have a clear set otlear. For example, is it the case that only ir-
criteria for distinguishing between rule-basedegular inflections likesangare represented in
processes and generalizations based on associeemory, while regularly inflected forms like
tive principles. According to Pinker, a word-walked are never represented in memory?
formation rule is an abstract operation that corPrasada and Pinker suggest two possible velr
catenates an affix with a variable standing fosions of the dual model. In the strong version,
the stem (Marcus, Brinkmann, Clahsen, Wiesé¢here are no whole-word representations of reg
Woest, & Pinker, 1993; Pinker, 1991; Pinker &ularly inflected forms. In the weak version,
Prince, 1991). Rule-based processes are thssme storage of regularly inflected forms is
default generalizations and apply freely to alpossible. Prasada and Pinker state that “. ..
items of the right category unless application iprior storage of regulars is possible, and thereby
blocked by a competing irregular form (e.g.might offer mild analogical assistance to the
wentblocks the generation ofgoed. generalization of the regular inflection to simi-
On the other hand, irregulars are stored dar forms, but generalization never depends or
memorized pairs with their stems and their morprior storage of a similar fon . . .” (Prasada &
phological relations. These are linked in an aRinker, 1993, p. 9). If the weak version of the
sociative structure with certain connectiondual model is to remain consistent with the lack
istlike properties (Pinker & Prince, 1991). Theof gang effects for regular inflections, then it is
irregular system allows some degree of genefundamental that storage be limited to a rela-
alization. This is accomplished by exploitingtively small number of items.
patterns of similarity between irregular forms. One way to test the two versions of Pinker’s
The more similar a stem is to other frequenitnodel is to look at frequency effects. If regu-
stems known to undergo irregular inflection, théarly inflected forms are not represented as
more likely it is to also undergo such a processvhole words, then the base form must be ac-
For example, when asked to provide the pasessed every time an inflected word is pro-
tense form for a nonce verb such agling, cessed. Thus, access speed should depend
people are very likely to producsplang—in the cluster frequency of the base form, definec
analogy tospring—sprang, ring—rang, sing— as the aggregated frequencies of the base and ¢
sang, drink—drankand so on (Bybee & Moder, its inflectional variants (e.g., fowalk, the
1983; Prasada & Pinker, 1993). summed frequencies ofalk, walks, walked,
Productive generalizations based on reserandwalking). On the other hand, if whole-word
blance to families of stored forms are known asepresentations are available for regularly in-
“gang effects” (Stemberger & MacWhinney,flected forms, then the frequency of the in-
1988). The generalization of irregular patternfiected form itself should determine access time.
is highly sensitive to gang effects in both adults Turning to the lexical access literature, we
(Bybee & Moder, 1983; Prasada & Pinkerfind a family of dual models. These models
1993) and children (Bybee & Slobin, 1982;share the assumption that access to morpholoc
Marcus, Pinker, Ullman, Hollander, Rosen, &cally complex forms (inflectional and deriva-
Xu, 1993; Pinker & Prince, 1988; Xu & Pinker, tional) can occur through either a whole-word
1992). On the other hand, gang effects appear tepresentation or through a decompositiona
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route. These two routes are claimed to work i€lelland, 1989). While these models contain
parallel and compete with one another (Ansheuaniform representations, they produce outputs
& Aronoff, 1988; Baayen, 1991; Burani & Car-that distinguish between regular and irregular
amazza, 1987; Burani & Laudanna, 1992; Caprocesses by exploiting their different distribu-
amazza et al.,, 1985; 1988; Chialant & Cartional properties.
amazza, 1995; Frauenfelder & Schreuder, 1991; In the case of morphology, Bybee (1995)
Laudanna et al., 1989, 1992; Schreuder &roposed that complex forms are stored in ar
Baayen, 1995; Stemberger & MacWhinneyassociative network where recurring phonolog-
1988). ical and semantic patterns are represented &
The models differ considerably in how ex-links between units. Morphological relations are
plicit they are and in how they specify thedefined by parallel phonological and semantic
nature of the competition between accessonnections found in multiple sets of items.
routes. However, there is agreement that thdorphemes do not have any independent statu
whole-word access system works faster than tlee representation and are considered to be ep
morpheme access system and will win out iphenomenal. For example, the waosthrtedis
most cases. An exception to this is low-freconnected to the worstartingthrough the over-
guency complex forms, especially those wherkapping sequencstart and to the wordvalked
the constituent morphemes are high in frethrough the common endingd. Such multiple
guency. For example, the complex foaleans connections allow for rule-like behavior to
is very low in whole-word frequency, but theemerge as generalizations over properties o
constituentcleanand s are each very high in stored items.
frequency. Such forms are predicted to be ac- In Bybee’s model, activation levels are the
cessed through decomposition rather than thiesult of two factors: lexical strength and lexical
whole-word route. In general, whole-word fre-connections. Lexical strength is determined by
guency effects should be obtained for items ithe frequency of the lexical item. Lexical con-
the higher end of the frequency distribution bubhections are the pattern of weights associate
not for items in the lower end. The threshold fomwith the interconnections between related items
defining “high” versus “low” frequency has notas illustrated above. For high-frequency words,
been specified in any of these models and réexical strength would be high and would
mains an empirical matter to be addressed in tlesvamp activation due to lexical connections.
present studies. Low-frequency words would be weak in lexical
Dual models, which assume the existence aftrength and thus rely on lexical connections for
rule systems, are challenged by connectionigsiccess.
approaches, which provide alternative perspec- Like the dual access model, Bybee’'s model
tives on many of these issues. In connectionigtredicts that whole-word frequency effects
systems, network nodes represent minimal phshould be found only above a certain frequency
netic and/or semantic units. Weighted connec¢hreshold. However, in Bybee’s model, the
tions between nodes capture patterns of regatrength of the frequency effect depends on the
larity in the input. Much of the debate within thecomposition of the cluster. The number of item
connectionist literature concerns whether reguypes that compose the stem cluster (i.e., ster
lar and irregular processes can be handlexhd inflected forms) determines the strength of
within a single system using associative netexical connections for that cluster. Therefore, a
works. This discussion addresses the regulacluster containing many inflected forms will
irregular distinction in both morphology (By- have strong lexical connections, which would
bee, 1995; MacWhinney & Leinbach, 1991compete strongly against the individual lexical
Plunkett & Marchman, 1991; Rumelhart & Mc-strength of any inflected form within that clus-
Clelland, 1986; Stemberger, 1995) and speter. When lexical connections are stronger thar
ling—sound correspondences (Plaut, McClelexical strength, then whole-word frequency ef-
land, & Seidenberg, 1996; Seidenberg & Mcfects should be weak to nonexistent. Con-
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versely, when a cluster contains only a smalluch results only show that base forms are ac
number of inflectional types, the connectionivated in the process of accessing regularly
strengths are weak and whole-word frequenadpflected forms. Such results might be expectec
effects should be stronger. In other words, Byunder both a morpheme access system and
bee’s model predicts an interaction between thehole-word access system, if one assumes the
number of inflectional types within a cluster andvhole-word representations of related forms
whole-word frequency effects. cluster together in the lexicon (Lukatela et al.,
This aspect of the model can be tested b$980; Butterworth, 1983).
comparing nouns and verbs. Noun paradigms Other studies have manipulated frequency a:
are inherently weak, as only two forms, singulaa way to investigate representational and acces
and plural, are usually observed. On the othaessues. Prasada et al. (1990) provided evidenc
hand, regular verbs usually have four differenagainst the existence of whole-word representa
forms (e.g.,play, plays, playingand played. tions for regularly inflected forms. They used a
Thus, for any given cluster frequency valueproduction task in which participants were pre-
whole-word frequency effects should be morsented with the base form of a verb (ewgalk)
readily obtained for nouns than for verbs. Thend were asked to produce the correspondin
opposite pattern should hold for cluster frepast tense formwalked. The items were con-
qguency effects. We will test these predictionstructed in pairs matched for cluster frequency
against the data found in the following studiesbut differing in whole-word frequency. For ex-
Stemberger’s (1995) connectionist model difample, the verbgump and boil are equally
fers from Bybee’s model in several respects. Ifrequent, whereafumpedis much more com-
his model, Stemberger attempted to account fonon thanboiled. If the past tense forms are
the lack of frequency effects for regularly in-accessed through the base form, then no differ
flected forms compared to strong frequency ences in reaction times are expected. On the
fects for irregular inflections (Stemberger &other hand, if regularly inflected words are rep-
MacWhinney, 1988; Prasada, Pinker, & Snydergsented as such, and there is no on-line com
1990). In the case of regular inflections, lexicaposition, therjumpedshould be produced faster
strength, based on word frequency, faces stroniganboiled. Prasada et al. found no differences
competition from lexical connections to allin RT for the regularly inflected words. How-
other words sharing the same ending (e.g., alver, when irregular forms were tested in the
words ending ined). Given that this group is same fashion, high-frequency past tense form:
extremely large, then the strength of these assere produced significantly faster than low-
sociations should swamp any activation due tirequency past tense forms. These results sug
the frequency of the individual inflected word.gest that regular inflections are put together or
Rather than predicting a threshold for finding dine, while irregular inflections are stored as
frequency effect for regular inflections, Stemwhole words.
berger's model suggests that no whole-word One problem with the Prasada et al. (1990)
frequency effects should be found. study is their method for computing cluster fre-
What does current research tell us about thguency. They included the frequencies of the
representation of regular inflections? Unfortustem plus the inflectional forms other than the
nately, the results are ambiguous. One set phst tense. This is rather unconventional since
studies has used priming to examine the reldhe cluster frequency normally includes all in-
tion between base forms and inflected form8ectional forms. Presumably the reason for this
(Fowler, Napps, & Feldman, 1985; Hernon &decision was that they were comparing regulat
Hall, 1979; Napps, 1989; Stanners, Neissegnd irregular inflections. Irregular inflections
Napps, & Fowler, 1987). Several of these studare not normally included in the cluster fre-
ies have shown that regularly inflected formguency measure because they are not likely t
prime their base forms as strongly as the bade accessed through the stem. However, by als
forms themselves (identity priming). Howeverexcluding the regular past tense inflections from
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the cluster frequency computation, Prasada based on denominal verbs should be slow, re
al. had items where the word frequency of thgardless of their representational status.
past tense form was sometimes higher than its Burani, et al., (1984) failed to find an effect
associated stem—cluster frequency. If regularlgf word frequency using Taft's procedure in
inflected forms are accessed through theitalian. They did find an effect when they mod-
stems, then they should also contribute to thiéed the design by testing pairs of words that
activation levels associated with the frequencghared the same stem but had different inflec
effect. Another problem in interpreting thetions (e.g.,sent-ireversussent-iv). This opti-
Prasada et al. (1990) study is the nature of theally controls for cluster frequency issues.
task. Since the participants read the stem foriHowever, the frequency of the inflected word is
before producing the past tense form, it is ndikely to be correlated with the frequency of the
surprising that they would use a compositionaaffix itself. To use English examples, if we were
route by adding the past tense morphology. tb test a low-frequency inflection likeleans
could be the case that whole-word representaersus a high-frequency relative such as
tions are available for regularly inflected formsgcleanedthe frequency of the affixes themselves
but are simply not used under these circum(.e.,-svs-ed) would be confounded: past tense
stances. morphology is much more frequent than third
Other studies in this area have employed thgersons. Thus, even if botltleansandcleaned
lexical decision procedure and present a ratharere to be accessed through decomposition
different picture. Taft (1979) and Burani, Sal-attaching-edmight take less time than attaching
maso, and Caramazza (1984) have looked &. Once again, differences in RT might be
whole-word frequency effects in lexical accesexpected whether inflected words are stored a
for regular inflections. These studies tested paisingle units or not.
of regularly inflected items where one word in A common problem in previous studies is
each pair was high in whole-word frequencythat frequency has been treated as a categoric
and the other was very low, but both werevariable (high versus low). This may overesti-
matched in cluster frequency (stem frequencynate or underestimate the existence of whole
plus all inflections). Both studies obtained avord frequency effects, depending on which
significant whole-word frequency effect, sugpart of the frequency distribution is being sam-
gesting that regular inflections are stored gsled from. Furthermore, this method cannot de-
whole words, in contrast to Prasada et alect discontinuities in frequency effects that are
(1990). predicted by dual access models. In the preser
Once again, there are problems with the depaper, we will describe several experiments tha
sign of these studies. In Taft (1979), 9 out of 2@reat frequency as a continuous variable in ar
low-frequency items involved stems that werattempt to provide an unambiguous picture of
denominal verbs (e.g.classed, numbered, the representational status of regular inflections
sized, vyhﬂe none of the hlgh_-frequency items EXPERIMENT 1
had derived stems. If denominal verbs are psy-
chologically derived, then this requires two proParticipants

would increase reaction times for many of thgsychology subject pool at the University of
low-frequency items. Alternatively, if denomi- pittshurgh participated in the experiment. In this

noun forms, then Taft's measure of cluster frecompleted the task and all were native speaker
quency was inaccurate because it included thg gnglish,

frequency of the noun base form as well as the ]

verb form, and the noun form tended to be th&laterials

major contributor to the cluster frequency Sixty-six experimental items were selected
count. In either case, RTs for inflected formdo: (a) be regularly inflected, (b) have similar
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stem—cluster frequencies, and (c) be evenly disood frequency, cluster frequency, and word
tributed in terms of log word frequency. Clusteffrequency.

frequency ranged from 99 to 122 (log 2 to 2.08) For the subject analyses, a straightforward
based on Francis and Reia (1982). This range MANOVA could not be used because we are
is small but not zero and so cluster frequency idealing with continuous variables. The present
still included as a variable in the analysis. Wordtudy requires us to capture within-subject ef-
frequency varied from 0 to 101 (see Appendix)fects using regression analyses. For this, a sef
Items were selected so that word length, syrarate regression equation was estimated for eac
tactic category (noun vs verb), and cluster fresubject in which RTs for that subject were re-
guency had very low correlations among themgressed on the five independent variables in ou
selves and with respect to the criticaimodel. This leads to a slope estimate for eacl
experimental variable: whole-word frequencyndependent variable from each participant.
(min = .03; max= .2). Filler items included 66 Then we computed the mean slope for eact
simple words (not inflected); 66 “inflected” independent variable across subjects and teste
nonwords, where an inflectional ending was atwhether those mean slopes were significantly
tached to a nonce base form (e.gprdmed; different from zero (see Ryan, Sherman, &

and 66 simple nonwords. Judd, 1994 for an example of this type of sta-
tistical analysis). Such tests tell whether each o
Procedure the independent variables has a significant im-

- : L ton RT ing th ffects within
Participants performed a lexical decision tasRa"" © , ASSESSINg those etiects sub

on a PC using the Micro Experimental LaHeCtS' Degrees of freedom are based on the

(MEL) software (Schneider, 1988). After reaol_number of subjects. These statistical analyse
. . . : .~ were also used for the accuracy data and wer
ing the instructions they began with 40 practice . . . .

. .~ “fepeated in all of the studies reported in this
trials. They were then tested on the experimen-

A ) .~ paper.

tal and filler items, which were presented in . : .
. . . Because some of the experimental items dic

different random order for each subject. Partic-

inants were allowed 3 1-min breaks during th not occur in the Francis and Kea word count,
pants 9 M%heir zero frequency was a problem for the log
experiment.

. . . ion. W It with this in two ways.
On each trial, an asterisk appeared in thtransformatmn e dea S o ways

. . ne way was t the | f the word fre-
middle of the screen for 1.5 s and then an itemy . oy Was 0 use fhe log of the Wo d fre
. . uency+ 1. The second way was to postulate a
was displayed, centered around the asterisk po-
. -~ . real frequency between zero and one for thes
sition. Participants were instructed to press th.

“1” key each time they saw a word, and the ,‘Zﬁems, which we set at 0.5, yielding a log word

) frequency of—0.3. In most cases, the two meth-
key each time they saw a nonword. The presen-; ' . o

) . : ods did not produce differences in significance.
tation of the item was terminated by the subs .
ject’s response. If participants took longer tharl1Jnless there was a difference, we report only
J P P P 9 results based on log (word frequengyl).

1.5 s to respond, the screen showed a messag he present analyses initially included neigh-

“too slow.” Data for such trials were discarded . .
-borhood frequency as a variable. Grainger,

i 0,
This amounted to 3.3% of the responses éF’Rega”’ and Segui (1989) and Grainger
1

_Expe_r iment 1. Also, participants were informe 990) have shown that word frequency effects
if their responses were incorrect with the mest . .
o ” can sometimes be confounded with frequency
sage: “wrong answer. . . S .
of orthographic neighbors (i.e., items sharing all
but one letter of the target word). However, in
none of the analyses in this paper did this vari-
For the item analyses we performed standamble show any effects and so it was droppec
multiple regressions. That is, we collapsed dafaom the model.
across subjects and regressed RT on five inde-The only variable that was significant by sub-

pendent variables: length, category, neighbojects and items was word lengtk(1,30) =

Results and Discussion
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TABLE 1 from 49 to 60 (log 1.70 to 1.78). Word fre-
Summary of RT Results for Experiment 1 quency varied from O to 44 (see Appendix). All
other aspects of the materials were identical tc
Mean slope SD  F p those in Experiment 1. Filler items included 68
simple words, 68 inflected nonwords, and 68
simple nonwords.

A. Subject analysis

Category —-1.78 13.61 0.51 .48

Word length 9.0 8.85 31.02<.001 Procedure

Log-cluster frequency —4.7 640.7 O .97 . :

Log-word Frequency  —8.15 1972 512 .03 The procedure was the same as in Experi
ment 1.

Slope SE F p . .
Results and Discussion
B. Item analysis The results are displayed in Table 2. As in
Category —297 394 o057 .45 Experiment 1, there was a significant effect of
Word length 9.00 237 14.42<.001 word length on RT [F1(1,29) = 55.6,p <

Log-cluster frequency —46.94 141.6 0.11 74 0001; F2(1,67) = 14.1, p < .0001; Min
Log-word frequency ~ —9.59 736 17 2  p/(196) = 11.23, p< .005]. Each additional

letter contributed 10 ms to RT. Unlike Experi-
31.02,p < .0001;F2(1,65)= 14.42,p < .001; ment 1, log-word frequency was highly signif-
Min F’(1,97) = 9.84,p < .005]. Each addi- icant for both subject and item analyses
tional letter contributed about 9 ms to RT. ThdF1(1,29)= 33.5,p < .0001;F2(1,67)= 10.9,
effect of word frequency was significant only byp < .005; MinF’(1,96) = 8.24,p < .01]. Figure
subjects F1(1,30)= 5.12,p < .05;F2(1,65)= 2 shows a scatter plot of word frequency agains
1.7, p = .19]. Slope coefficients are given inRT. One unit increase in log-word frequency
Table 1, and Fig. 1 is a scatter plot of RT againgtorresponded to a 32-ms decrease in RT. Accu
log-word frequency. Accuracy was at ceilingr/acy was again at ceiling (97%) yielding no
(98%) and so there were no significant effectssignificant effects.

The present results provide weak evidence A major assumption of dual access models is
for the existence of whole-word representathat for low-frequency inflected forms, the com-
tions for regularly inflected forms within positional route should win out over the whole-
the frequency range tested (0 to 101). Thword access route. As a consequence, whole
interpretation of the present results will be-
come clearer when items in a different fre-
guency range are considered in the next ex-

periment. 2001
EXPERIMENT 2 *
This experiment sought to examine whole- '
word frequency effects for a different stem— & 600 S A

cluster frequency value of around 50 rather than :\J&\;\;\:\
H+ + +
+ F

100 for the first experiment.

Participants 500 ) ’ )

Thirty undergraduate students from the same . . . ' .
population as in Experiment 1 participated. 00 05 10 15 20 25
Materials Log Word Frequency

Sixty-eight regularly inflected WordS_Were S€- FIG. 1. Reaction times for regularly inflected words in
lected whose stem-—cluster frequencies rang&eperiment 1.



48 ALEGRE AND GORDON

TABLE 2
Summary of RT Results for Experiment 2 800
Mean slope SD F p
700 + P
A. Subject analysis & : ) . )
Category 2.8 134 127 .27 6007, T " T
Word length 9.92 7.17 55.55<.001 + " -7
Log-cluster frequency 42.46 3983 0.60 .44 *
Log-word frequency  —32.17  29.94 33.48<.001 500
Slope SE F p ; — T .
0.0 02 04 0.6 0.8
B. Item analysis Log Word Frequency
Category 2.72 453 0.36 .55 L
Word length 0.86 263 14.08<.001 FIG. 3. Reaction times for whole-word frequency values
Log-cluster frequency 45.75 145.9 0.10 75N the 0 to 6 range for Experiment 2.
Log-word frequency —32.14 9.72 10.93 .002

[F1(1,29)= .28,p = .6; F2(1,29)= .07,p =
word frequency effects are not predicted to bgs g;fae fyF\l/sﬁiihArg?nlginvgg L?;Edap g;:ects on

found within the lower end of the frequency There were 38 items with frequencies above
distribution. To test this prediction, we did &he median split in the 7 to 50 range. This

median split on the frequency values, Wh'cqepresents a log frequency spread of 0.8 (0.9 t

divided them at the frequency value of 6 pey 7), which was slightly lower than the 0.84
million. Items with word frequencies below and__ .

above the median were separately reanalyz

There were 30 items in the 0 to 6 range. For
these items, length was highly significang1

[F1(1,29)= 32.19,p < .0001;F2(1,29)= 8.0,
p < .01; Min F'(1,44) = 6.41,p < .05], but

log-word frequency was no longer significan

800
700 o, t
+
E b + .
7 et oLy 4t
6004, . P N
+ . . ++++_:;+
F
+ + +
5004
T Ea— T T
0.0 0.5 1.0 1.5 2.0
Log Word Frequency

FIG. 2. Reaction times for regularly inflected words in

Experiment 2.

spread in the 0 to 6 range. Log-word frequency
as highly significant F1(1,29) = 16.7,p <
0005;F2(1,37)= 6, p < .005; MinF’(1,60) =
41,p < .05]. The estimated slope coefficient
for log-word frequency was—44. In other
words, a unit increase in log-word frequency
tcorresponded to a decrease of 44 ms in RT.

This reanalysis of the data supports the pre-
diction of dual access models that inflected
forms in the lower frequency range should not
show whole-word frequency effects. The lack
of frequency effects is unlikely to be the result
of a decrease in the number of items tested
There was a similar decrease in the number o
items with frequencies above 6 per million, yet
frequency effects remained in that reanalysis.
Another possibility is that the lack of frequency
effects in the 0 to 6 range was due to range
compression. We will address that issue in the
next experiment.

Reanalysis of Experiment 1 Data

How do the present data compare to those fo
Experiment 1 where we found only weak effects
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of word frequency? Items in Experiment 1 covwhen the data had already been collected an
ered a broader frequency range (0 to 101) thaxamined. It is important to replicate the lack of
Experiment 2 (0 to 44), so there could have frequency effect on RT within this range in a
been a floor effect above a certain frequencgrospective study, with new subjects and addi-
range for items in Experiment 1. Within thetional items. Second, it is possible that fre-
higher frequency ranges, it generally takes quency counts in this range are simply not ac-
larger increase in frequency to make a differeurate. When frequency values are very small, i
ence in RT and the distribution of inflectedmay be the case that the difference between on
forms at the higher frequency ranges is relaralue and another might be more related to
tively sparse. sampling and chance than to real underlying

We decided to reexamine the data from Exdifferences in frequency. Finally, the smaller
periment 1 by looking at the frequency rangeange of frequency values might make it harder
comparable to Experiment 2. There were 5% get a significant correlation with RT. There-
items in the O to 50 range in Experiment 1. Logore, we needed to investigate whether word
frequency was significant by subjectslf1,30) frequency effects could be observed within the
= 15.74,p < .0005] and marginally significant lower frequency ranges when uninflected items
by items F2(1,53) = 3.35, p = .07]. ltem are considered.
analyses showed significance when the alterna-
tive log word frequency measure was uspd{(

.05). The estimated slope coefficie_nt for Iogbarticipants
word frequency was-15 for both subjects and

items. This suggests that the data from the two Thirty undergraduate students from the same
experiments are comparable within the overlagopulation as Experiments 1 and 2 participated
ping frequency_ range of 0 to 50 Once againy, crials

accuracy remained close to ceiling at 98%.

In Experiment 2, the word frequency effect Fifty regularly inflected words were used
on RT disappeared in the lower end of thavhose cluster frequencies were in the 49 to 6(
frequency distribution. For a comparable anakange (log 1.70 to 1.78). Word frequency varied
ysis, we examined the 0 to 6 frequency rangenly from 0 to 6. Fifty monomorphemic adjec-
for Experiment 1. There were 23 inflected item&Vves were used as control items. Adjectives do
in this range. Log word frequency was not only10t take inflectional endings and thus there is nc

nonsignificant, but was in opposite directionglistinction between word and cluster frequency.
for subject and item analyseBJ(1,30)= .44, Like the inflected items, the adjectives also var-

p = .51; F2(1,22) = 1.81, p = .19; slope ied in word frequency from 0 to 6. Filler items
coefficient = —11.5 by subjects but 34.2 byincluded 30 uninflected nouns and verbs, 5C
items]. Accuracy remained at 98%. inflected nonwords, and 80 uninflected non-

Overall, the results of Experiments 1 and avords.
seem to support the conclusion that there is Iglrocedure
reliable word frequency effect for regularly in-
flected words, which indicates the availability The procedure was the same as in the previ
of whole-word representations. However, wheQus experiments.
we performed a median split of the items based ) .
on their frequency, the word frequency effecfiesults and discussion
appeared to be restricted to words with a fre- The results from Experiment 3 are summa-
quency of 7 or more. In the lower end of therized in Table 3. For inflected forms, word
frequency distribution, we found no indicationlength was again significanEL(1,29)= 52.52,
of whole-word representations. p < .0001;F2(1,49)= 16.63,p < .0005; Min
There were three problems with these expeF'(1,74)= 12.63,p < .001]. There was also an
iments. First, the 0 to 6 range was establishegffect of category whereby RTs were faster for

EXPERIMENT 3
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TABLE 3

Summary of RT Results for Experiment 3

Inflections Adjectives

Mean Mean
slope SD F p slope SD F p

A. Subject analysis

Category —25.89 36.38 14.7 <.001 — — — —
Word length 13.25 9.84 52.5 <.001 20.77 18.64 36.0 <.001
Log-cluster freq. -104 568 0.97 .33 — — — —
Log-word freq. 5.61 57.8 0.27 .60 —57.48 68.89 20.2 <.001
Inflections Adjectives
Slope SE F p Slope SE F p

B. ltem analysis

Category —27.07 13.28 4.16 .04 — — — —
Word length 12.95 3.18 16.63 <.001 23.5 6.17 14.49 <.001
Log-cluster freq. —94.01 195 .23 .63 — — — —
Log-word freq. 8.15 22.99 .13 .72 —79.58 29.07 7.5 .009

verbs than for nouns. This effect was significardirectly compare adjectives with inflected
by subjects and items and was marginal by Miitems, we performed a pairddest by subjects
F’' [F1(1,29) = 14.69,p < .001,F2(1,49)= comparing the slope coefficients for log-word
4.16,p < .05; Min F'(1,73) = 3.24,p = .08]. frequency for inflected forms versus adjectives.
Since we did not see a category effect in any ofhe difference was significant [mean slope for
the other studies reported here, it is possible thatflected forms= 5.61, for adjectives=
the presence of the adjectives somehow made57.48,t(29) = 3.57,p < .005].
category differences more salient. However, the The results were similar for the accuracy
reasons for such an effect are unclear. data. For the inflected forms, only length had a
Log-word frequency for inflected forms was
not only nonsignificant but the effect was in the
opposite direction than would be predicted, with 44,
positive slopes for both subjects and items
[F1(2,29)= 0.27,p = .6;F2(1,49)= 0.13,p =
.72]—see Table 3 and Fig. 4. Therefore the data 700+ + *
for inflected forms replicate those of the previ- ¢ : s X N
ous studies. P—J—%ﬁi
+ E

6004
When the same analyses were performed on *

the adjectives, word length was again signifi- -
cant F1(1,29)= 36.0,p < .0001;F2(1,49)= 500 +
14.49,p < .0005; MinF'(1,77) = 10.33,p <
.005). Unlike the inflected items, the effect of 00 02 04 06 08 10
log word frequency was significant for the ad-

jectives in this frequency range1(1,29) = Log Word Frequency

20.19,p < .0005;F2(1,49)= 7.5,p < .01; Min FIG. 4. Reaction times for regularly inflected items in
F'(1,76) = 5.47, p < .05]—see Fig. 5. To Experiment 3.

+ o+ o+ o+
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200 unrepresentativeness of items within a small,
low frequency range.
8004, It is possible that the frequency effects for

700

RT

600

adjectives might be affected by the clusters
formed by derivational forms. Although adjec-
tives are not inflected, some can take deriva-
tional affixes such aser, -est, -ly, -en, -ness,

and-ity. We calculated derivational cluster fre-

guencies based on this family of derivational
500 forms for the adjectives. In addition, we calcu-
lated similar derivational cluster frequencies for
the inflected forms. It is possible that, if deriva-
tional cluster frequency is correlated with item
frequency, then either the derivational cluster

FIG. 5. Reaction times for uninflected adjectives in Ex-frequency or a combination of the item and
periment 3. cluster frequency might be pushing the adjec-

tives to exhibit a frequency effect. However, the
log-transformed derivational cluster frequency

significant effect F1(1,29) = 8.54,p < .01; was only moderately correlated with log word
F2(1,49)= 6.46,p < .05; MinF'(1,79)= 3.68, frequency = 0.14 for the inflected items; =
p = .052]. Word frequency was not significant0.15 for the adjectives). Effects of log-
[F1(1,29)= 1.15,p = .29;F2(1,49)= .61,p= derivational cluster frequency for RT were not
.44]. Accuracy remained high at 96%. For thesignificant for inflected itemsH1(1,29) = .30,
adjectives, word frequency was significanp = .59; F2(1,49) = .06, p = .81], although
[F1(1,29)= 71, p < .0001;F2(1,49)= 6.38, they were significant for adjectiveB1(1,29)=
p < .05; Min F'(1,59) = 5.85,p < .05], while 27.86,p < .0001;F2(1,49)= 6.91,p < .05;
length was significant by subjects but not byMin F'(1,44) = 5.54,p < .05]. This suggests
items [F1(1,29)= 20.55,p < .0001;F2(1,49) that the family cluster formed by adding deri-
= 1.84,p = .18]. Average accuracy for thevational morphology can support access for ad-
adjectives was 79%. The differences in accyectives.
racy rates for adjectives and inflected forms We reran all of the analyses with derivational
probably reflects the fact that inflected formsluster frequency included as a variable. The
could be accessed compositionally through theesults were not essentially affected by this vari-
higher frequency base form, whereas the adjeable. In particular, the word frequency effect for
tives could not. adjectives remainedFfL(1,29) = 17.66,p <

A paired t test by subjects comparing the.0005;F2(1,49)= 6.06,p < .05; Min F'(1,48)
slope coefficients for log word frequency for= 4.51,p < .05], and there was still no effect
inflected forms versus adjectives was significarior inflected forms.
for the accuracy data as well [Mean slope for
inflected forms= —0.015, for adjectives= EXPERIMENTS 4 AND 5
0.285,t(29) = —9.05,p < .0001]. The previous experiment provided evidence

In summary, we replicated the lack of a wordhat frequency effects occur in the lower fre-
frequency effect for inflected forms in the 0 to 6quency ranges for uninflected forms, but not for
frequency range. However, a word frequencyegularly inflected forms. In the next two stud-
effect was found in this range for uninflectedes, we sought to replicate and extend this resul
adjectives. This result suggests that the lack &y examining inflected forms and adjectives
frequency effects for inflected forms reflects &eparately. This would allow us to negate any
real unavailability of whole-word representapossible contamination between the two types
tions rather than sampling limitations due tof items. In addition, by using a larger number

0.0 0.2 04 0.6 0.8 1.0

Log Word Frequency
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TABLE 4

Summary of RT Results for Experiments 4 and 5

Inflections Adjectives

Mean Mean
slope SD F p slope SD F p

A. Subject analysis

Category —.53 18.06 .02 .88 — — — —
Word length 13.16 13.02 26.56 <.001 12.84 9.37 46.9 <.001
Log-cluster freq. —-237 314 14.8 .006 — — — —
Log-word freq. —23.27 29.58 16.1 <.001 —91.61 48.52 89.1 <.001
Inflections Adjectives
Slope SE F p Slope SE F p

B. ltem analysis

Category —.02 4.78 .00 .99 — — — —
Word length 13.12 3.04 18.63 <.001 13.48 3.21 17.64 <.001
Log-cluster freq. —-259 117 4.84 .03 — — — —
Log-word freq. —21.45 12.92 2.76 .10 —96.25 13.97 13.97 <.001

of items for each type, we could increase th&laterials

power of the tests. . For Experiment 4, 94 regularly inflected

We were also concerned that the choice of thgords were selected with cluster frequencies ir
0 to 6 frequency range was relatively arbitrarghe 25 to 31 range (log 1.40 to 1.49). Word
based on the median split of the frequency ranggequency varied from 0 to 24. Filler items
for Experiment 2. We were interested to see ihcluded 94 uninflected nouns and verbs, 94
the same pattern of results occurred for a widéfiflected nonwords, and 94 uninflected non-
low-frequency range of 0 to 24. Although this iswords.
also arbitrary, it does allow for further explora- In Experiment 5, 94 monomorphemic adjec-
tion. It is possible to increase the potential numtives were selected with word frequencies in the
ber of inflected forms if the cluster frequency i) to 24 range. Filler items included 94 unin-
kept relatively low. This is because most lowflected nouns and verbs and 188 simple non
frequency items belong to low-frequency cluswords.
ters. We therefore chose frequency cluster Va}kroce dure
ues of 25 to 31 for the next experiment. This
also allowed us to examine the effects of word The procedure was the same as in the previ
frequency for a new cluster value. ous experiments.

Results and Discussion

Participants ) )
The results of Experiments 4 and 5 are dis-

Undergraduate students from the same popgtayed in Table 4. For the inflected items in
lation as previous experiments participatedExperiment 4, word length had a significant
Twenty-seven subjects were tested in Expereffect on RT F1(1,26) = 26.56,p < .0001;
ment 4 and 26 subjects were tested in Exper2(1,93)= 18.63,p < .0001; MinF’(1,100)=
ment 5. 10.95,p < .005]. Unlike the other experiments,
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there was a cluster frequency effefl[1,26)=

14.8,p < .001;F2(1,93)= 4.84,p < .05; Min 800 ’
F’(1,121)= 3.65,p = .06]. Although we tried : .
to keep the range of cluster frequency to a 200 *

minimum, there was enough of a spread in the
present experiment to create an effect. The ef- &
fect for word frequency was significant by sub- 600
jects F1(1,26)= 16.1,p < .0005], but not by
items [F2(1,93)= 2.76,p = .10]—see Fig. 6.
The frequency effect suggested by these data 3991 ’
indicate that the 0 to 24 frequency range might ,
exceed the cut-off point for whole-word repre- 00 05
sentations of inflected forms.
When the same analyses were performed on
the adjectives in Experiment 5, both length and FIG. 7. Reaction times for uninflected adjectives in Ex-
word frequency were significant [length:Periment5.
F1(1,25) = 46.93,p < .0001; F2(1,93) =
17.64,p < .0001; MinF’(1,118)= 12.82,p < F'(1,109)= 29.28,p < .0001], but not for the
.001; word frequencyF1(1,25)= 89.11,p < regularly inflected words in Experiment 4
.0001; F2(1,93) = 47.45,p < .0001; Min [F1(1,26)=2.7,p=.11;F2(1,93)=241p=
F'(1,109) = 30.96,p < .0001]—see Figure 7. .12]. Average accuracy for the inflected items
To directly compare the adjectives with thevas 95% while for the adjectives it was 90%.
inflected items, we performed tatest by sub-  To summarize, by increasing the frequency
jects comparing the slope coefficients for logange of the inflected forms to 24, we appear to
word frequency for inflected forms versus adhave gone beyond the threshold for whole-word
jectives. The difference was significant [meamepresentations. To be sure that the present da
slope for inflected forms= —23.27, for adjec- are compatible with the previous findings, we
tives= —91.61,t(51) = —6.22,p < .0001].  looked at items in the O to 6 word frequency
For the accuracy measures, there was a sigange in Experiments 4 and 5. There were 51
nificant effect of word frequency for the adjec-nflected items in Experiment 4 and 51 adjec-
tives in Experiment 5F1(1,25)= 84.58,p < tives in Experiment 5 within this range. For the
.0001; F2(1,93) = 44.79, p < .0001; Min inflected items, length was the only variable
with a significant effect on RT [for length:
F1(1,26) = 19.12,p < .0001; F2(1,50) =
800 13.27,p < .0001; MinF'(1,77) = 7.83,p <
.01; for word frequencyF1(1,26) = .32,p =
- .58; F2(1,50)= .34,p = .56).
Analyses on accuracy for inflected items
T * showed a significant effect of word frequency
by subjects and a marginal effect by items
TSRS PN [F1(1,26) = 4.47,p < .05; F2(1,50) = 3.14,
o < p = .08]. These results are unexpected since
500 | they seem to contradict the data from reaction
times and the findings from previous experi-
0.0 05 1.0 15 ments where accuracy showed no significan
effects for inflected forms. Furthermore, we
found no significant frequency effect for accu-
FIG. 6. Reaction times for regularly inflected items infacy when we looked at the O to 24 range from
Experiment 4. the same experiment. If there were a true un-
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derlying frequency effect, then one would ex- TABLE 5

pect it to be greater when the frequency range is Cluster Frequency Effects Comparing
extended. This was the case with RTs for all Experiments 1 and 2

forms and for accuracy with adjectives. In ad-

dition, average accuracy remained at 95% in the Mean

Cluster word RT

0 to 6 range. This trend therefore makes little ;
requency frequency (MS)

sense in the context of the other findings. In
other ways, the present results are generalBjperiment 1 100 12.61 560
consistent with the results of previous experiexperiment 2 50 12.63 598
ments. Taken together, they suggest that whole-
word representations are not available in the 0
to 6 frequency range, but do begin to be avaikarried out lexical decision experiments in
able at frequencies above that range. which pairs of regularly inflected words were
For the adjectives, length had a significantatched for word frequency but differed con-
effect on RT within the O to 6 rangé-1(1,25) siderably in cluster frequency. RTs were signif-
= 24.83,p < .0001;F2(1,50)= 11.4,p < .005; icantly higher for low cluster frequency items
Min F'(1.77)= 7.81,p < .01]. Word frequency than for high cluster frequency items. In order
was significant by subjects and marginal byo do a comparable analysis with the presen
items when log (word frequency 1) was used data, we selected a range of word frequencie:
[F1(1,25) = 4.35,p < .05; F2(1,50) = 3.69, thatwas common across experiments and wher
p = .06]. This effect did reach significancethe cluster frequency differed significantly.
when the alternative log method was used Experiments 1 and 2 included several items
[F1(1,25)= 7.85,p < .01; F2(1,50) = 8.58, with word frequencies in the 0 to 50 range,
p < .005; MinF'(1,67)= 4.1,p < .05]. For the while the cluster frequency was around 100 in
accuracy data, word frequency was also signitxperiment 1 and 50 in Experiment 2. Mean
icant [F1(1,25)= 33.88,p < .0001;F2(1,50)= RTs for the items in the 0 to 50 word frequency
6.93,p < .05; Min F'(1,68) = 5.75,p < .05]. range for each experiment are presented in Ta
Average accuracy went down to 80% when onlple 5. At test revealed that RTs for items in
adjectives in the 0 to 6 range were considere&xperiment 1 were significantly shorter than
As in Experiment 3, it was important to en-those for Experiment 2t[121) = 5.6, p <
sure that word frequency effects for the adjec0001]. Presumably, this difference reflects the
tives were not an artifact of derivational clusteactivation of the base form, replicating the re-
frequency effects. Once again, we reran all cfults of Taft and Burani et al.
the analyses with derivational cluster frequency As a further test, we can add the results of
included as a variable. This variable was ndExperiment 4 by limiting the analysis to items
significant for either the inflections or the adwith word frequencies in the 0 to 24 range.
jectives and word frequency results remainelean RTs for these items in Experiments 1, 2,
unaffected. and 4 are presented in Table 6. These data sho
that RTs decreased with increases in cluste
CLUSTER FREQUENCY EFFECTS frequency across experiments, as predicted i
Our approach in designing the present set dfase forms are activated when accessing regt
experiments has been to hold cluster frequendarly inflected forms. Differences between Ex-
constant and to look at effects due to variationgeriments 1 and 2 were significarit(fL0O1) =
in word frequency. However, because we exX5.24,p < .0001], as were those between Exper-
amined different cluster frequencies across exments 2 and 4t[(150) = 3.11,p < .005].
periments, we can ask whether the base form is Another interesting test of cluster frequency
activated when a regularly inflected form iseffects is in the comparison of inflected forms,
accessed. which are members of clusters, and adjectives
Taft (1979) and Burani et al. (1984) bothwhich lack inflectional clusters. If clusters fa-
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TABLE 6 Unfortunately, it is difficult to test predictions
Cluster Frequency Effects Comparing from these models based on simple whole-worc
Experiments 1, 2, and 4 frequency effects. This is because these model
depend on postulated relative contributions of lex-
Cluster Mean word ical strength and lexical connections, which can be
frequency frequency RT

altered to fit the data. It is also difficult to differ-
Experiment 1 100 8.29 entigte them from dual models sinc_e they are
Experiment 2 50 8.02 603 designed to account for the same kind of date
Experiment 4 25 7.3 626 outcomes. Therefore, we should look for predic-
tions that are specific to the connectionist models
One strong prediction of Bybee’s model, noted
cilitate lexical access, then we would expectarlier, is that nouns should show stronger effect:
RTs to be lower for inflected forms than forof whole-word frequency than verbs, and verbs
adjectives. This was the case in Experiment 3hould show stronger effects of cluster frequency
where the mean RT for the inflected forms wathan nouns.
619 ms compared to 677 ms for the adjectives. We tested whether there were any interac-
However, this trend did not hold in the compartions between category and whole-word fre-
ison of Experiments 4 and 5 (mean RT foiquency for Experiments 1, 2, 3, and 4. None of
inflections: 626 ms, for adjectives: 619 ms)the interactions was significant regardless of
This may be due to the fact that in Experimenivhether all of the items or only the low-fre-
3, the cluster frequency was 50 and in Experiguency items (0 to 6) were considerea %
ment 4 it was 25. In addition, the item frequency27). Similarly, the category by cluster interac-
range in Experiment 3 was 0 to 6 and in Expertions for Experiments 1, 2, and 4 were also not
iments 4 and 5 it was 0 to 24. Thus, the clustegignificant > .39). Therefore, neither of these
frequency effect would be weaker in Experi-analyses based on category differences suppor
ment 4 than in Experiment 3. the specific predictions derived from Bybee’s
model.
TESTING PREDICTIONS FROM It is possible that the current data might be
CONNECTIONIST MODELS explained by a more straightforward competi-
In the Introduction to this article, we discussedion model in which cluster frequency competes
the connectionist accounts of Bybee (1995) andith whole-word frequency (David Plaut, per-
Stemberger (1995) with regard to whole-word fresonal communication). In our studies, whole-
guency effects for regularly inflected words. Bottword frequency varied, which would promote
accounts focused on the competition between lexthole-word frequency effects. On the other
ical strength and lexical connections, but differethand, cluster frequency was kept constant
in the form of this competition. The present resultsvhich would promote similar reaction times
are consistent with one aspect of Bybee’'s modedcross items. On this account, the threshold fo
which predicted whole-word frequency effectdinding whole-word frequency would be the
only above a certain frequency threshold. Stenpoint at which the competing strengths of these
berger (1995) argued that whole-word frequenciwvo factors are about equal. The model also
effects for regular inflections should not be obaccounts for the strong whole-word frequency
tained due to the competition from the very strongffects found for adjectives. Because adjectives
interlexical connections to other items sharing inlack inflectional clusters there would be no
flectional endings. This model is not supported bgompetition to promote a flat frequency effect
the present data. However, it is likely that Stemfor low-frequency items.
berger's model could also accommodate the pat- This model makes the distinct prediction that,
tern of results we found by lessening the role adis cluster frequency decreases, so should th
interlexical connections relative to the lexicathreshold value for finding a whole-word fre-
strength of the inflected items. quency effect for inflected items. We can ap-
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proach a test of this prediction by looking atations are available for regularly inflected
identical word frequency ranges across experierms with frequencies above that value, other-
ments. Experiments 1, 2, and 4 examined clusvise they require compositional representations
ter frequencies of 100, 50, and 25, respectivelyjpased on morphological structure. Frequency
As cluster frequency decreases, the whole-woeffects did not disappear for simple words (ad-
frequency effect should become stronger as thectives) below any frequency threshold. This
threshold shifts downward. presumably reflects the fact that simple words

Selecting items in the 0 to 24 range frommust have whole-word representations through
Experiments 1, 2, and 4, we examined the imut the frequency range.
teraction between whole-word frequency ef- We began this paper with a discussion of two
fects and cluster frequency across these expéinds of dual models. In one case, the dual mode
iments. We ran a single test combining datproposed that morphologically complex words
from all three experiments and regressed RT aould be accessed either through a whole-wort
category, length, log word frequency, and twaepresentation or through a decompositional route
contrast coded variables that compared clust&he two access routes were said to be in compe
25 versus clusters 50 plus 100 (contrast 1) artiion with one another, and word frequency de-
cluster 50 versus cluster 100 (contrast 2). Itermined which access route would win out. For
addition, we looked at two interaction termshigh-frequency inflected forms, whole-word rep-
between log word frequency and our two conresentations are strong and therefore provide th
trast coded variables. The results replicatggrimary access route. As frequency decreases, tt
main effects for length, log word frequency, andcompositional route becomes more reliable anc
cluster frequency. However, the log word frewhole-word access no longer occurs. The thresh
guency by cluster interactions were not signifield for frequency effects found in the present
cant [contrast X log word frequencyF(1,193) studies clearly supports this dual model.
= 0.02; p = .89; contrast 2X log word fre- The second kind of dual model that we consid-
quency:F(1,193)= 1.14;p = .29]. ered was that proposed by Pinker and his col-

We also looked at the data from each expeteagues (Pinker, 1991). This model proposed tha
iment noting whether the slope coefficients foregular and irregular inflections are dissociated a
whole-word frequency increased as cluster franany levels. Regular inflections were said to
guency increased across experiments. Contrasiiow evidence of rule-based processes where:
to the predictions of the model, there was naregular inflections show evidence of being stored
linear relation between the cluster frequencin associative memory. We noted that there was
and the size of the whole-word frequency effecstrong and a weak form of Pinker's model. The
(Experiment 1: slope= —10.67; Experiment 2: strong version claimed that regularly inflected
slope = —31.09, Experiment 4: slope= forms are never represented as whole words; on
—21.44). In other words, the cluster frequencghould find no frequency effects in any range. The
of 50 showed the strongest whole-word frepresent results do not support this position since
quency effects, followed by the cluster of 25we did find frequency effects above the thresholc
then 100. Bearing in mind that the present exsf 6 per million. The weaker version of Pinker's
periments were not directly set up to test thisnodel allows that there could be some whole-
model, at present we cannot endorse the modabrd representations for regularly inflected forms,
based on the analysis of our results. but that such representations are not necessar

This version appears to provide a better fit to the
GENERAL DISCUSSION present data.

Our results show that whole-word frequency However, endorsing the weak version of Pink-
effects can be reliably obtained for regularlyer's dual model raises important questions with
inflected forms, although they disappear at sespect to the concept of storage. If storage lead
word frequency threshold of about 6 per milto connectionistlike associations between items
lion. This indicates that whole-word representhen such items should show gang effects (Stem
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berger and MacWhinney, 1988). Prasada andpresentations, and only one of those exhibit:
Pinker (1993) found that, unlike irregular inflec-associative properties.
tions, regularly inflected forms show no gang ef- Dual models for lexical access propose that
fects. Since the number of regularly inflectedvhole-word representations exist in the acces:
forms above threshold for frequency effects isystem (Anshen & Aronoff, 1988; Baayen, 1991;
considerable, it is paradoxical that they do ndBurani & Caramazza, 1987; Burani & Laudanna,
show some evidence of associative processeslif92; Caramazza et al., 1985; 1988; Chialant &
the form of gang effects. Caramazza, 1995; Frauenfelder & Schreuder
There are two possible solutions to this ap1991; Laudanna et al., 1989, 1992; Schreuder &
parent paradox. First, it is likely that the twoBaayen, 1995; Stemberger & MacWhinney,
tests address different issues. On the one hari®88). Marslen-Wilson, Tyler, Waksler, and
we have a question about the nature of oudlder (1994) have proposed that access represel
representations: do we keep whole-word repreations are defined by the modality of the stimulus
sentations in memory for complex words? Mainput (e.g., visual, auditory). It is here that fre-
nipulations of frequency are designed to addresgiency effects are assumed to arise. The modality
this question. A very different issue is howspecific access representations are said to feed in
morphological patterns generalize. Prasada amadnore abstract, modality-neutral, internal lexicon.
Pinker’s results suggest that regular inflectionk is possible that the lexicon, rather than the
generalize on the basis of abstract rules, whileccess system, is the locus of associative mech:
irregular inflections generalize on the basis afisms giving rise to such things as gang effects.
lexical associations (i.e., gang effects). Gener- With regard to connectionist models, we noted
alizations based on gang effects require wholdhat a threshold for whole-word frequency effects
word representations; they exploit similarities atould be predicted by certain kinds of connection-
the level of the entire word. Generalizationsst models. However, when more specific predic-
based on rules are independent of the existentiens were tested, the connectionist models did no
of whole-word representations, but by no mearfare so well. On the other hand, it was only the
exclude them. In fact, from a processing pereonnectionist models that were specific enough tc
spective, it may be advantageous or even nealow such predictions, and one should not there:
essary to store whole-word representations fdore take such failures as an endorsement of altel
regularly inflected forms when they occur fre-native models that make no such specific predic
quently in the language. As Sandra (1994fions. In addition, the kinds of analyses we carried
pointed out, on-line composition of morpholog-out to test these models were not within the main
ically complex words reduces the need for stordesign of the study and so further evaluation is
age space but at the cost of greater processingirranted.
demands. While whole-word representations To summarize, we have shown that there are
may not be necessary for regularly inflecteéhdeed whole-word representations available for
items, the limited nature of our on-line compu+egularly inflected items. At the same time, we
tations paired with our enormous resources fdrave demonstrated that this is not true for items ir
language memory may make them convenienthe lower end of the frequency distribution. In
If all of the above is true, then this would seenother words, there is a critical role for combina-
to imply that there is lexical storage for regulational principles in the system, given that some
and irregular inflections but that associative meclitems can only be accessed through morphologice
anisms arise only in the irregular vocabulary. Whylecomposition. The results highlight the need tc
should associative memory act only on irreguladistinguish between frequency effects and ganc
morphology? One possibility is that gang effectgffects and the different conceptual issues assoc
and whole-word frequency effects tap into differated with these two phenomena. The distinctior
ent levels of processing. In other words, these twioetween access representation and central repr
tests for storage may address different kinds @entation is particularly useful in this regard.
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APPENDIX

Experimental Items

Experiment 1

ALEGRE AND GORDON

W Cluster W Cluster
Word Freq Freq Word  Freq Freq

destroys 0 104 squares 13 121
sevens 0 114 supplying 13 103
suns 1 117 cared 15 108
behaviors 1 100 oils 15 111
finishes 1 120 selecting 15 112
captains 1 929 balls 17 122
incomes 1 110 refers 18 104
eats 2 122 parks 19 111
listens 2 122 traditions 21 115
settles 2 105 successes 22 116
naming 3 109 reflects 23 107
announces 3 116 tended 24 104
faiths 3 110 sessions 26 106
discovers 3 122 responses 28 105
justices 3 104 trips 29 109
regarding 3 100 instances 30 112
suffers 5 110 ladies 37 122
saves 5 121 smiling 38 122
compares 6 114 pages 40 102
councils 6 115 regions 40 119
denies 6 109 shared 40 105
saints 6 103 shoulders 52 112
proposing 6 110 motors 53 108
forgetting 7 119 pushed 53 102
gases 7 107 wondered 58 119
observes 8 120 weapons 61 103
mouths 8 113 arrived 62 108
fixing 9 109 yards 65 100
dinners 9 100 fingers 66 106
depended 9 106 published 89 108
seas 10 104 parents 97 113
improves 11 121 facilities 100 111
treating 11 122 interested 101 106
Experiment 2

W  Cluster W  Cluster

Word Freq Freq Word Freq Freq

constructs 0 56 advertised 9 49
convinces 0 57 vacations 9 54
televisions 0 51 strangers 9 50
tuesdays 0 59 retains 9 49
installs 0 49 confronting 10 55
mixes 0 56 afforded 11 58
appointing 1 50 rejects 11 58
cleans 1 58 constitutes 11 54
jumps 1 58 restaurants 12 53

W Cluster W  Cluster
Word Freq Freq Word Freq Freq
adjusting 2 60 enabling 13 57
bays 2 60 printing 13 53
operas 2 49 chickens 13 49
pouring 2 49 sisters 15 55
solves 2 49 pockets 17 59
bibles 2 60 implied 17 53
majorities 3 60 favored 18 49
uncles 3 58 victims 19 50
absences 3 56 secrets 20 52
interiors 4 49 shadows 20 54
promotes 4 60 bullets 21 49
chests 4 57 financing 21 55
chemicals 4 57 substances 23 56
accounted 5 49 prospects 24 49
tendencies 5 54 critics 27 53
ignoring 5 57 stars 29 58
prefers 5 60 dancing 30 59
tying 5 50 cooling 33 59
dramas 6 49 advertising 36 49
republics 6 49 authorized 37 49
roots 6 53 approved 40 56
implying 7 53 composed 40 50
responds 7 54 neighbors 42 59
tragedies 7 56 shoes 44 58
liberties 8 56 acres 44 54
Experiment 3: Inflections
W  Cluster W  Cluster
Word Freq Freq Word Freq Freq
televisions 0 51 appointing 1 50
constructs 0 56 dictionaries 1 59
convinces 0 57 leans 1 60
installs 0 49 pouring 1 49
isolates 0 49 advertises 1 49
mixes 0 56 jumps 1 58
surrounds 0 53 adjusting 2 60
tuesdays 0 59 operas 2 49
preferring 1 60 retires 2 54
cleans 1 58 solves 2 49
bays 2 60 chests 4 57
bibles 2 60 concludes 4 60
composing 2 50 ignores 5 57
commits 2 50 affords 5 58
majorities 3 60 reminding 5 57
uncles 3 58 tendencies 5 54
absences 3 56 confronts 5 55
constituting 3 54 tying 5 50
creations 3 50 doctrines 5 57
interiors 4 49 authorizing 5 49
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W  Cluster W  Cluster W  Cluster W  Cluster
Word Freq Freq Word Freq Freq Word Freq Freq Word Freq Freq
promotes 4 60 possessing 6 54 neglects 1 28 denotes 7 25
rejecting 4 58 republics 6 49  scaring 1 26 persists 7 25
diameters 4 53 responding 6 54  bellies 2 25 protesting 7 29
defends 4 56 roots 6 53 charms 2 25 borrowing 7 31
forts 4 55 dramas 6 49  journeys 2 31 statues 8 25
dilemmas 2 27 crystals 8 31
gears 2 28 monuments 8 29
. . shirts 2 29 clarified 8 25
Experiment 3: Adjectives parades 2 26  bears 9 25
regimes 2 25 charts 9 30
Word WFreq Word WFreq compels 2 25 rails 9 25
arresting 2 27 borders 10 30
macabre 0 candid 3 reverses 2 27 clues 10 25
nimble 0 mundane 3 exciting 2 28 champions 10 31
supple 0 lavish 3 academies 3 28 departing 10 28
somber 0 transient 3 bowls 3 26 enduring 10 31
brusque 0 diagonal 4 sheriffs 3 28 assessing 10 25
abstruse 0 docile 4 crafts 3 25 blades 12 26
avid 1 innate 4 cooperated 3 28 debts 12 25
insipid 1 inverse 4 exerts 3 29 pretending 12 27
affable 1 numb 4 arousing 3 30 bubbles 13 25
convex 1 salient 4 aunts 4 27 deputies 13 27
minuscule 1 languid 4 circuits 4 27 drifting 13 27
obstinate 1 plump 4 pistols 4 31 breathing 13 31
opulent 1 anterior 5 rituals 4 27 flames 14 27
rotund 1 fertile 5 disasters 4 30 organs 14 26
treble 1 mediocre 5 empires 4 26 minerals 14 26
succinct 1 fluent 5 conveys 4 27 potatoes 15 30
agile 2 lethal 5 inducing 4 29 vegetables 16 26
arrogant 2 aberrant 5 squeezing 4 30 devised 16 25
covert 2 obsolete 5 baths 5 31 tanks 18 30
deft 2 sparse 5 cafes 5 25 toes 19 26
obscene 2 cordial 6 garages 5 25 documents 19 30
profuse 2 clumsy 6 praying 5 30 boots 20 30
tacit 2 meager 6 linking 5 25 residents 20 28
insolent 2 opaque 6  storms 6 31 educated 21 31
exquisite 3 placid 6 cottages 6 25 dedicated 22 25
cycles 6 30 norms 24 31
Experiment 4 Experiment 5
W  Cluster W  Cluster w w
Word Freq Freq Word Freq Freq Word Freq Word Freq
coped 0 30 fortunes 6 29 nimble 0 futile 6
cancers 1 25 gangs 6 27 astute 1 rude 6
funerals 1 31 veins 6 31 brash 1 meager 6
spheres 1 26 pretended 6 27 concise 1 opaque 6
tributes 1 25 yelling 6 31  oblique 1 placid 6
cellars 1 25 vectors 7 26  clandestine 1 blunt 7
climates 1 27 motels 7 31 supine 1 bizarre 7
perceiving 1 29 cabins 7 30 convex 1 brisk 7
explores 1 29 negotiated 7 25 rotund 1 polite 7
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logical structure and lexical accedésible Language,
w w 4,348-358.

Word Freq Word Freq Butterworth, B. (1983). Lexical representation. In B. But-

terworth (Ed.),Language productioVol. 2, pp. 257—

avid 1 dismal 8 294). London: Academic Press.

affable 1 pregnant 8 Bybee, J. L. (1995). Diachronic and typological properties

affluent 2 sane 8 of morphology and their implications for representa-

arid 2 serene 8 tion. In L. B. Feldman (Ed.)Morphological aspects of
deluxe 2 fierce 8 language processin@p. 225-246). Hillsdale, NJ: Erl-
morose 2 latent 9 baum.

prolific 2 potent 9 Bybee, J. L., & Moder, C. L. (1983). Rules and schemes in

terse 2 compact 9 the development and use of the English past tense

deft 2 coarse 10 Language 59, 251-270.

tacit 2 tense 10  Bybee, J. L., & Slobin, D. 1. (1982). Rules and schemas in

obscene 2 weird 10 the development and use of the English past tense

profuse 2 adverse 11 Language 58, 265-289.

agile 2 eloquent 11 Caramazza, A., Laudanna, A., & Romani, C. (1988). Lex-

covert 2 prone 11 ical access and inflectional morphologyognition,28,

bland 3 strict 11 297-332.

erudite 3 tender 11 caramazza, A., Miceli, G., Silveri, M. C., & Laudanna, A.

lenient 3 shy 11 (1985). Reading mechanisms and the organization of

sordid 3 solemn 12 the lexicon: Evidence from acquired dyslex@ogni-

candid 3 diverse 13 tive Neuropsychology2, 81-114.

mundane 3 acute 13 Chialant, D., & Caramazza, A. (1995). Where is morphol-

lavish 3 transparent 13 ogy and how is it processed? The case of written word

adept 4 dumb 14 recognition. In L. B. Feldman (Ed.)Morphological
tame 4 elegant 14 aspects of language processifap. 55-78). Hillsdale,
turbulent 4 intact 14 NJ: Erlbaum.

lucid 4 ripe 14 cole, P., Beauvillain, C., & Segui, J. (1989). On the repre-

docile 4 shallow 14 sentation and processing of prefixed and suffixed de-

innate 4 sincere 15 rived words: A differential frequency effectournal of

Inverse 4 loud 15 Memory and Language8, 1-13.

numb 4 sober 16 cutler, A. (1983). Lexical complexity and sentence process-

plump 4 absurd 17 ing. In G. B. Flores d'Arcais and R. J. Jarvella (Eds.),

austere > abrupt 18 The process of language understandipyp. 43—79).

hoarse 5 naive 19 New York: Wiley.

inert 5 savage 19 Emmorey, K. D. (1989). Auditory morphological priming in

timid 5 nude 20 the lexicon. Language and Cognitive Processes,

tornc_i 5 smart 20 73-92.

cordial 6 bold 21 Fowler, C. A., Napps, S. E., & Feldman, L. (1985). Rela-

clumsy 6 modgrate 22 tions among regular and irregular morphologically re-

desolate 6 stupid 24 lated words in the lexicon as revealed by repetition
priming. Memory and Cognition]13(3), 241-255.
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